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Abstract—In this paper, we describe the design and imple-
mentation of a continuous-time finite-impulse-response processor
chain, which includes a 6-bit asynchronous ADC, an asynchronous
digital core, and an 8-bit asynchronous DAC designed in TSMC
0.25- m technology. The continuous-time, discrete-amplitude sys-
tems combine benefits associated with analog and digital systems.
Discrete-amplitude representations leverage the noise immunity
and robustness of digital implementations. Continuous-time,
nonsampled operation prevents aliasing and reduces the in-band
quantization noise associated with the aliasing of subharmonic
components. We present measurement results demonstrating an
audio low-pass filter with a bandwidth of 6.0 kHz.

Index Terms—Asynchronous analog-to-digital conversion, con-
tinuous-time digital signal processing.

I. INTRODUCTION

CONVENTIONAL digital signal processing systems,
which are discrete in time and discrete in amplitude

(DTDA), are characterized by the deleterious effects of aliasing
and quantization noise. Conventional analog systems, which
process the signal continuously in time and amplitude (CTCA),
do not suffer from these drawbacks. Analog systems, however,
have high sensitivity to component tolerances and matchings,
their dynamic range is comparatively low, and reconfigurability
is limited and, usually, difficult. The merits and shortcomings
of these systems are complementary, and this motivates a desire
to find a signal processing system which combines the best
attributes of both DTDA and CTCA systems. The focus of this
study is to explore the relatively new area of systems which
achieve exactly this combination of attributes by being discrete
in amplitude but continuous in time (CTDA).

Fig. 1 shows a “four-quadrant” representation of signal pro-
cessors which can be either discrete or continuous in amplitude
or time [1]. Quantizers are used to convert signals from con-
tinuous to discrete amplitude, while samplers are used to con-
vert signals from continuous to discrete time. The “first” and
“third” quadrants represent the conventional analog (CTCA)
and digital (DTDA) signal processing systems previously de-
scribed. The “second” quadrant represents systems which are
discrete-in-time but continuous-in-amplitude (DTCA). The best
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Fig. 1. Four signal processing domains: we can discretize in time and ampli-
tude domains independently.

known example of DTCA systems are switched-capacitor (SC)
circuits, which, like DTDA systems, have aliasing drawbacks.
The “fourth” quadrant, representing systems which are discrete
in amplitude but continuous in time (CTDA), have been largely
unexplored and serve as the focus of this study. Such systems
promise to eliminate aliasing and, as discussed in Section II, sig-
nificantly reduce in-band quantization noise.

CTDA systems [2] are time-encoded; that is, they use the tem-
poral positioning of samples to carry information [3], [4]. Such
time-encoding is one representation of the sequence of action
potentials in neurons [5] and has inspired theoretical studies
of neuromorphic electronic systems [6]. Since CTDA systems
are “clockless,” asynchronous design techniques are a natural
choice. However, it is important to note that asynchronous de-
sign techniques are usually employed in the design of DTDA
system in which only the relative “ordering” of samples is pre-
served [7]; an implicit sample time is assumed based on the
clock frequency of the analog-to-digital (ADC) converter. In
contrast, this paper describes the design of an asynchronous dig-
ital processor that preserves the time interval between samples,
since, in a CTDA representation, this carries information.

In this paper, we describe the detailed design of a complete
CTDA finite-impulse-response (FIR) filter fabricated in a
TSMC 0.25- m CMOS technology. The system consists of a
delta-modulated asynchronous ADC, an asynchronous digital
FIR filter, and an asynchronous digital-to-analog converter
(DAC) for analog waveform reconstruction as depicted in
Fig. 2. We note that this system differs in many ways from that
described in [8] and [9], most notably in the delta-modulated
architecture and the use of true continuous-time digital pro-
cessing. Such continuous-time digital processing was proposed
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Fig. 2. Continuous-time digital signal processor architecture.

Fig. 3. Comparing between (a) CTDA and (b) DTDA systems.

in [2] and [10], but we consider the details of an integrated-cir-
cuit implementation here. In Section II, we discuss the potential
benefits of CTDA systems in more detail. Section III present the
overall chip architecture. The asynchronous ADC (A-ADC),
digital core and asynchronous DAC (A-DAC) are introduced in
Sections IV, V, and VI, respectively. The measurement results
on the complete filter are presented in Section VII. Section VIII
concludes the paper.

II. BENEFITS OF CONTINUOUS-TIME DIGITAL SIGNAL

PROCESSING (CTDSP)

A. No Aliasing and Reduced In-Band Quantization Noise

When a signal is sampled at a sampling frequency , the
signal is converted into a discrete-time sequence. Aliasing re-
sults as there is no way to distinguish the frequency component

from the aliased components where
is an integer. The elimination of sampling in CTDA systems

results in the elimination of these aliasing effects.
The authors of [2] present a perspective to understand how

quantization noise is reduced in a CTDA system, a discussion
that we reproduce here briefly for completeness. If one inputs a
sine wave (pure tone of frequency ) into an ideal quantizer, as
shown in Fig. 3(a), higher order harmonics ( , where is
an integer) are introduced in the resulting output because of the
nonlinearity of the quantizer. If the quantizer is followed by an
ideal sampler with sample frequency (which is equivalent to
the more usual configuration of quantizer followed by sampler),

Fig. 4. Die photograph of the CTDA filter in a TSMC 0.25-�m process.

then these higher order harmonics are aliased to frequencies
, producing in-band quantization noise, as shown in

Fig. 3(b). As a result, it is possible to think of quantization noise
in conventional digital signal processing systems as resulting
from the aliasing of the harmonic components resulting from
quantization. Hence, if we eliminate sampling, no harmonics
will be aliased to the in-band frequency spectrum, which is a sig-
nificant advantage for continuous-time digital signal processing.

B. Potential Power Savings

In the conventional digital signal processor, we have to
sample the signal at a rate at least twice the bandwidth of the
signal (Nyquist rate) for reconstruction. As such, the power
consumption is a function of the sample rate but independent
of the actual spectral content of the input signal. Alternatively,
if we can sample the signal only when there is activity, power
savings may be realized in the subsequent signal processing.
This was a benefit also recognized in the work of [8]. The
asynchronous digital signal processor developed here has the
property that the dynamic power dissipation is directly propor-
tional to the bandwidth of the input signal.

III. OVERALL CHIP ARCHITECTURE

The chip is 25 mm , fabricated in the TSMC 0.25 m logic
process, and packaged in a 204-pin ceramic PGA; the die pho-
tograph is shown in Fig. 4 [11].

The design contains an ADC, a 16-tap digital FIR filter, and
a DAC, all operating asynchronously. The ADC functions as a
delta modulator [12], [13], outputting a single bit representing
whether the new sample is one quantization level higher or lower
than the preceding sample. Accumulation is done in the digital
filter to 16 bits of precision. The result from the digital core is
passed to an 8-bit current-steering DAC. In the chip, a bundled-
data approach [14] is employed throughout, in which a request
(REQ) signal accompanies the data. Unlike discrete-time asyn-
chronous systems [15], [16], there is no acknowledgment hand-
shake because no backpressure can be exerted to data move-
ment. Because time intervals must be preserved, downstream
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Fig. 5. A-ADC block diagram.

processing elements must be able to immediately process data
tokens.

IV. ASYNCHRONOUS ADC (A-ADC)

Analog-to-digital conversion proceeds in a continuous-time
manner in that samples are generated when the input analog
signal crosses predetermined quantization levels [8], [17]. The
delta-modulation ADC architecture implemented here (see
Fig. 5) considerably simplifies the design of the digital FIR
hardware by requiring only 1-bit signal representations for
much of the datapath. A 6-bit resistor-string DAC generates
two references voltages and separated by a
least-significant-bit (LSB) resolution which “enclose” the in-
stantaneous input voltage value (the one LSB resolution of the
DAC is 16 mV). The DAC has a settling time of approximately
5 ns; this settle time is helped by the fact that codes are only
changing by one LSB during loop operation. The comparator
“front-ends” are implemented with the rail-to-rail comparator
design shown in Fig. 5 [18], which gives a delay of between
7 and 15 ns across the full input common-mode voltage range
from 1 to 2 V. Including the two levels of CMOS buffers that
follow the front-end, the overall comparator gain is between
72 and 102 dB, providing for a comparator resolution of better
than mV. If the input voltage level crosses

, INC goes to logic-1 (with DEC still zero). In response,
the A-ADC controller (see Fig. 6) generates a REQ pulse with
UP a logic-1. The -bit current_value is incremented by one.
Similarly, if the input voltage level crosses , DEC goes
to logic-1 (with INC still zero). In response, the controller

Fig. 6. Detailed implementation of the A-ADC controller.

generates a REQ pulse with UP a logic-0, and current_value
is decremented by one.

For slowly changing inputs (
, where is the loop delay of the

ADC, that is, the combined delay of the controller, DAC, and
comparator), it is possible for the comparator outputs (INC
or DEC) to present mid-rail voltages to the controller. In this
case, the dynamic pull-down stage at the input of the controller
(see Fig. 6) may take longer to respond, resulting in variation
in the delay to REQ. The only deleterious effect of this is some
additional harmonic distortion in the A-ADC output.

The bandwidth of the input signal determines the max-
imum allowable of the ADC. Assume that a sine wave

with a peak derivative of is input
to the A-ADC with a full-scale input range . For -bit data
conversion, the minimum time for the input signal to
traverse one LSB satisfies

For correct operation, , which indicates that the
system is slew-rate limited. The above equation creates more
stringent requirements on the data converter for higher reso-
lutions (more closely spaced quantization levels). In the audio
applications considered here, we assume that the input signal
is bandlimited to 22 kHz. For and ,

s. By contrast, for 8-bit operation, is
only 28 ns.

In the A-ADC controller, the I_EN and D_EN signals are
deasserted when the input signal exceeds full-scale to prevent
new data from being sent from the ADC. The self-resetting
initial stage has a reset delay that ensures that, once
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Fig. 7. Asynchronous FIR filter block diagram.

this stage has evaluated (by the action of the INC or DEC sig-
nals), it cannot reevaluate again for a time . This ensures
that spurious requests are not generated while the ADC is set-
tling. In particular, to ensure this, . In our design

ns, while ns. The one-shot “chopper”
circuit generates the REQ pulse, which is approximately 500
ps in width. This pulse is also used to trigger the internal state
latches of the controller [19].

V. ASYNCHRONOUS FIR FILTER

The dataflow portion of the digital filter is shown in Fig. 7.
The 1-bit UP signal from the A-ADC is accompanied by the
1-bit request signal (REQ). The strobe, which follows the
data through the digital processing, allows for data-independent
matched timing through the dataflow elements. Since the timing
interval between data elements carries information, this interval
must be preserved in computation. This datapath implements
the FIR function

by means of three main components: analog delay (AD) blocks,
which provide for a continuous-time delay of the A-ADC
output; multiplier-accumulators; and a final adder. is the
delay of one of the AD blocks and the are the 8-bit filter
coefficients. The multiplier-accumulator block generates 16-bit
results which are combined in the final adder.

Analog Delay Elements: The AD blocks control the delay
of the REQ signals which “synchronize” the 1-bit output of
the delta-modulator ADC through flip-flops. Design of the
AD blocks presents considerable challenges. Given the low
bandwidth of the input signals, this delay block must present
a nominal delay time which is large compared to the
fanout-of-four (FO4) delay of this technology . Further-
more, this AD block must have sufficient granularity, that is,
have enough delay elements, to ensure that it has the capacity
to store the requisite number of REQ events. In particular, for

-bit operation, there could be as many as

(1)

request pulses in the line, where is the bandwidth of the
band-limited input signal. For s,

Fig. 8. Digitally tunable analog delay line.

kHz, and , 56 pulses could be in the delay line at once,
while for 9-bit operation there could be as many as 446 request
pulses in the line.

The detailed implementation of one of the AD blocks is
shown in Fig. 8. In our design s, and, with multi-
plexer-based control, we can digitally set any delay between
0.4 s and 25.2 s on steps of 0.4 s. The multiplexer control
signals are set through a scan chain. These multiplexer controls
also allow these delays to be calibrated in the presence of
process variations; separate controls for each delay element
allow tuning in the presence of intradie variability. A unit of
delay is implemented with 224 basic delay elements shown in
the inset of Fig. 8, each providing approximately 30 ns of delay.
It is intended that each of the basic delay blocks accommodate
at most one request pulse. These elements, according to (1),
can, therefore, handle 9-bit operation for a delay of
at least . The delay blocks of Fig. 8 are implemented
with six inverters, which, by choice of nonminimum length
devices, each have a stage effort [20] of 100, providing a delay
of approximately .1 Because an inverter will inevitably
have a small beta ratio skew, either by unintended design or
process variations, a pulse when passed through a large number
of inverters will, in general, be runted or could be filtered out
entirely. As a result, regeneration is required, leading to the
use of the SR-latch and one-shot in the basic delay block of
Fig. 8. This preserves a pulse width of approximately as each
request pulse passes through a delay block.

Accumulator-Multiplier: The accumulator-multiplier func-
tion of Fig. 9(a) can be implemented without hardware multi-
pliers as shown in Fig. 9(b). This results from observing that

(2)

1A more power-efficient approach to the high-stage effort buffers would be
to use current-starved inverters [21]. These were, unfortunately, not pursued for
this implementation.
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Fig. 9. (a) Accumulator-multiplier behavior can be implemented (b) with only
an adder.

Fig. 10. Join controls used in the adder tree.

where the index denotes the current sample and denotes
the preceeding sample. Despite the use of “discrete-time” nota-
tion, these samples are, of course, nonuniformly spaced. Delay
blocks are used to time the traversal of the REQ signal through
the multiplier block. By using the REQ signal to “synchronize”
the result, delay data dependencies are removed. This also en-
sures that the delays through each of the accumulator-multiplier
blocks is matched, which is important to correct operation.

Final Adder: A Brent–Kung adder tree is used to add the
16 partial sums of the accumulator-multiplier blocks. As in the
accumulator-multiplier block, the REQ signal timed through
a delay line is used to sequence the data through a set of
latch-bounded pipeline stages. The pipeline stage delay
must be less than the shortest interval between any two samples

, that is, . If this is not the case, data
“waves” may collide within a single pipeline stage. We note
again that backpressure through an acknowledgment signal
cannot be applied, since the time spacing between samples
must be preserved.

Datapath joins in the Brent–Kung tree introduce unique chal-
lenges to the design. Consider the case of two samples which
are separated by exactly , the delay of a single analog
delay (AD) element. In this situation, the two requests will ar-
rive at the inputs of the adder at exactly the same instance. By
this example, it is clear that the inputs to any of the blocks in
the Brent–Kung tree can arrive arbitrarily close together. In this
case, a mechanism must exist to allow one of the requests to be
processed and to discard the other. In particular, this will happen

Fig. 11. A-DAC block diagram.

if the two requests are closer together than , where
. Fig. 10 shows the join “control” circuit

used for this purpose. is defined by the self-resetting
loop delay. In the case of “collisions” resolved by the join con-
trols, it is possible for a “new” value of or to
be missed until the next request can be processed, resulting in
potential errors in the least-significant bits of the result. Infre-
quent metastability of these least significant bit positions in the
flip-flops is also possible in the case of collisions.2 In this appli-
cation, these infrequent “dropped samples” would correspond to
very closely samples presented to the DAC; as a result, the only
result of this action is harmonic distortion that is well outside the
signal bandwidth of interest and can be easily removed by a re-
construction (or smoothing) filter if not already removed by the
finite bandwidth of the DAC. In our design, ns
and ns.

A programmable shifter (controlled with scan-chain bits) ex-
ists at each stage of the adder tree to normalize the result and
prevent overflow.

VI. ASYNCHRONOUS DAC (A-DAC)

The eight most significant bits of the asynchronous adder are
presented to the DAC to produce the analog output. The A-DAC
is implemented with a current-steering architecture as shown in
Fig. 11. The digital controller (Fig. 11) is similar to the one in
the ADC, employing a self-resetting initial stage that ensures
that the DAC output has stabilized before a new request is pro-
cessed. The worst case settling time of the DAC, which deter-
mines the minimum possible time between samples, is approx-

2The probability of a collision can be approximated by T =T as-
suming a random arrival time for the two inputs to the join controls. For a typical
delay time of 12.5 �s in our case, this corresponds to a probability of 5�10 .
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Fig. 12. (a) Measured output of the A-ADC for a 1-kHz sinusoidal input. (b) Corresponding frequency spectrum of the A-ADC output.

TABLE I
SUMMARY OF MEASURED SYSTEM CHARACTERISTICS

imately 40 ns, corresponding to the digital code switching from
all zeros to all ones. The decoder converts the two’s comple-
ment output from the digital core into the decoder representation
for the current-source array. Thermometer and binary codes are
mixed in the DAC to balance complexity and matching issues.
The two LSBs are binary coded while the six MSBs are ther-
mometer coded [22].

VII. HARDWARE MEASUREMENT RESULTS

Measured properties of the CTDA filter are summarized in
Table I.

A. A-ADC Performance

To characterize the performance of the ADC, the accumulated
(integrated) delta-modulated output of the ADC is captured with
the sample arrival time captured and quantized to a resolution of

ns. In order to assess the performance without the inter-
ference of the digital core to the ADC, this test is carried out with
the filter and DAC turned off. Fig. 12(a) shows the binary output
from the ADC with a 1-kHz sinusoidal input at 0 dBFS; the
inset clearly shows the output is quantized. Fig. 12(b) is the cor-
responding frequency spectrum, computed from a fast Fourier
transform (FFT) with a Welsh window function [23] to a fre-
quency resolution of 25 Hz. The inset depicts the features of the
spectrum in the range up to 5 kHz. Only the discrete harmonics
of the input frequency are evident. By contrast, the simulated
spectrum of a conventional, sampling “ideal” 6-bit ADC with a
sampling rate of 5 22 kHz (2.5 times the Nyquist rate) is shown
in Fig. 13. In this case, the aliased component of the input tone
is evident at 109 kHz as is aliased harmonic distortion which
appears as in-band quantization noise.

B. Asynchronous Digital Core and DAC Performance

The recorded UP and REQ signals captured in the above test
with 4-ns time resolution is fed to the filter and subsequently
to the DAC. The A-ADC is turned off for this test. With the
filter programmed to be an all-pass, Fig. 14(a) shows the re-
sulting filter output. The “glitches” in the waveform observed
near 0.8, 1.8, 2.8, and 3.8 ms are due to collision in the join
controls of the final adder, as described above. We verified this
by reconfiguring the filter to have only a single tap feeding the
final adder; in this case, the glitches are no longer present. The
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Fig. 13. Simulated frequency spectrum of a conventional, sampling ideal 6-bit converter operating at f = 110 kHz (inset: expanded view up to 5 kHz).

Fig. 14. (a) Measured output of the filter output with a 1-kHz sinusoidal input at the A-ADC. (b) Corresponding frequency spectrum of the filter output.

corresponding spectrum in Fig. 14(b) shows that these imper-
fections, while resulting in additional harmonic distortion in the
output waveform, are mostly out-of-band. The “noise floor” of
the spectrum is still about 140 dB.

Fig. 15 shows the measured signal-to-noise-plus-distortion
ratio (SNDR) (for a 55-kHz band) at both the output of the
A-ADC and the output of the A-DAC. SNDR is shown as a
function of input signal frequency for a full-scale sinusoidal
input signal. The “classical” quantization noise value, as given
by dB for an -bit converter, is shown for 6 bits
(37.8 dB). The SNDR improves for input tones higher in the
target bandwidth, since fewer in-band harmonics appear. The
“steps” around 18 kHz occur as the third harmonic of the input
frequency are pushed out of band. Similar steps around 13 kHz
occur as the fourth harmonic is pushed out of band. These har-
monics are clearly more pronounced at the A-DAC output, due

to additional harmonic distortion introduced there. At 22 kHz,
the SNDR of the A-ADC and A-DAC are 53.7 and 52.3 dB, re-
spectively, which is better than the quantization noise floor for
a conventional 8-bit converter (50 dB) even though only 6-bit
quantization is employed here.

C. Overall Filter Characteristics

To characterize the entire filter, the filter is programmed to be
low-pass with the cutoff at 6.0 kHz; the coefficients are obtained
using the window method with a Hamming window [23]. Fig. 16
shows the magnitude of the filter transfer function as measured
from 100 Hz to 25 kHz. At 14.5 kHz, the attenuation is more
than 48 dB, reaching the resolution limit of the 8-bit A-DAC.
The measured results are compared in Fig. 16 with the simulated
ideal filter response.
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Fig. 15. Measured SNDR at the output of the A-ADC and A-DAC as a function
of the frequency of a full-scale input tone.

Fig. 16. Measured and simulated low-pass filter transfer characteristic.

D. Power Measurement

The power consumption of the CTDA filter implemented
here is a strong function of the spectral content of the input
signal. Fig. 17 shows the measured power consumed by various
components of the filter as a function of the frequency of a
full-scale input sinusoid. The delay elements and digital core
show a close to linear dependence of power on input frequency.
For the A-ADC and A-DAC, which are dominated by static
bias currents, the power is virtually independent of frequency.
The power is dominated by the delay elements, which are
designed to support 9-bit resolution from the A-ADC. With
identical design of the delay stages, If only 6-bit resolution
were required, the delay of each basic delay element could be
increased by eight with one-eighth the number of delay stage
employed [see (1)]. By employing current starved inverters to
achieve this delay increase, a factor-of-eight reduction in the
dynamic power dissipation of the delay elements would be
achievable. This scaled-back power dissipation is also noted in

Fig. 17. Power measurements on components of filter a function of input fre-
quency, and projected power for a true 6-bit implementation.

Fig. 17. With this scale-back, the area consumed by the delay
elements would be reduced from 6.6 mm to less than 1 mm .

VIII. CONCLUSION

We have demonstrated the design of a continuous-time, dis-
crete-amplitude digital signal processor. Such a design lever-
ages the noise immunity and robustness of digital systems with
nonsampled operation to prevent aliasing. An initial prototype
design has demonstrated operation as a programmable audio
filter. We have measured a significant reduction in in-band quan-
tization noise (over 15 dB for 6-bit quantization) due to the elim-
ination of aliasing. In addition, power dissipation shows a linear
relationship with input signal bandwidth, thus demonstrating the
potential for dynamic power reduction with this approach.
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