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Body—\oltage Estimation in Digital PD-SOI Circuits
and Its Application to Static Timing Analysis

Kenneth L. ShepardMember, IEEEand Dae-Jin KimStudent Member, IEEE

Abstract—Partially depleted silicon-on-insulator (PD-SOI) determined by threshold voltage (e.g., dynamic circuits), con-
has emerged as a technology of choice for high-performance siderable overdesign for noise can also result from conservative
|0W‘pOWer deep-submicrometer dlgltal Ir‘ltegl’ated circuits. An im- body_voltage marglnlng An array Of CII’CUIt des|gn techr"ques
portant challenge to the successful use of this technology mvolves(,j“n:’,ady exist to attempt to contain the noise impact of the par-

successfully managing and predicting the large “uncertainties” in asitic bipolar current and the delay and noise-margin variation
the body potential and consequently the threshold voltages that P y 9

can result from unknown past switching activity. In this paper, we due to the floating body [3], [4]. Some of these are quite counter
present a unique state-diagram abstraction of the PD-SOI field-ef- t0 design practice in bulk; for example, predischarging internal
fect transistor that can capture all of the past switching activity nodes of the nFET pulldown stack in domino logic to avoid par-
determining the body voltage. Based on this picture, four different  asitic bipolar currents. Previous circuit-level modeling work on
estimation schemes are discussed that increasingly bound floating pp-SQ| has focused on device issues [6]-[10] or delay and noise
body uncertainty based on more detailed knowledge of switching gffacts due to the floating-body effect evident for particular cir-

activity. Using these estimation techniques within a prototype : L : u . _
transistor-level static timing analysis engine, we demonstrate cuits under periodic stimulus [11]-{13] (pulse stretching, fre

both the accuracy of the estimation and the reduction in delay duency-dependent delay time). , ,
uncertainty possible with these techniques. In this paper, we present the first techniques to quantify
floating-body effects over tens of millions of transistors through
static analysis [14]. In our approach, we analyze each field-ef-
fect transistor (FET) of each circuit, determining the minimum
|. INTRODUCTION and maximum possible body voltage (the body—voltage un-
certainty) that could be achieved based on different “static”
SLlCON'QN'lNSULATQR (SOI) technology has long characterizations of past switching activity. These values are
ound niche applications for radiation-hardened Ghen used as “initial conditions” for the constituent simulations
high-voltage integrated circuits. Recently, however, SOI h@$ channel-connected components (CCC) that are used in
emerged as a technology for high-performance low-powghnsistor-level static timing analysis [15]-[17]. The same
deep-submicrometer digital integrated circuits [1]-[4]. Faechniques can be applied to static noise analysis [18], but this
digital applications, fully depleted devices have been largelill not be considered in this paper.
abandoned in favor of partially depleted technology becausewe work with BSIM3SOI [19] models for an IBM PD-SOI
of the difficulty in controlling the threshold voltage of fully technology described elsewhere [20]. Devices have a Q25-
depleted thin-film transistors. Partially depleted SOI (PD-SOgffective channel length, 5-nm gate oxide, 350-nm back oxide,
has two main advantages for digital applications: the reductiand 140-nm thin silicon film. Two supply voltage are consid-
of parasitic source-drain depletion capacitances and the redeie@d—1.0 V and 2.5 V. The former might be used in low-power
tion of the body effect in stack structures and pass-transistigplications. While the detailed results we present here apply to
logic. this technology, the techniques are generally applicable to any
At the device and circuit level, however, the floating bodyD-SOI technology.
effect in PD-SOI poses major challenges in the successful usen Section Il, we describe a state-diagram model that can be
of this technology. There is a parasitic bipolar effect that cafsed to abstract all of the past switching history of a PD-SOI
result in noise failures if not correctly considered [5]. In addirgT, We then describe a simplified device physics that can be
tion, there can be large “uncertainties” in the body potential angse to accurately predict the body voltages in PD-SOI circuits

consequently, the threshold voltage of devices due to unknoyiye, yarious switching histories as abstracted in the state-dia-

past switching activity. For many circuits, the design marginin
p%s s
a

Index Terms—Silicon-on-insulator, static timing analysis.

] . ; ; am model. Section Il describes a prototype transistor-level
required to protect against this uncertainty erodes all of the P yP

tential performance advantage under nominal operation. In alic timing analysis engine that incorporates these body

dition, for many circuit styles in which noise margin is strongl;yoItage charact_erlzatlo_ns. Some r_esults with example circuits
are presented in Section IV. Section V concludes and offers

direction for future work.
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Fig. 1. State diagram for a PD-SOI nFET.

diode currents at the source—body and drain—body junctions [gBntaining these FETs. These switching events can represent
cluding gate-induced drain leakage (GIDL) [21]] and by imtransitions from the logic state at the end of the previous cycle
pact ionization currents produced by current flow through the the logic state at the end of the current cycle or can represent
device (sometimes referred to as the on-state impact ionizatlawzards that occur transiently within a cycle. States 5a and 5b
current)! The impact ionization currents have a strong supplgan usually be treated equivalently as state 5; similarly, states
voltage dependence, decreasing with decreasing supply v6l-and 6b can usually be treated equivalently as state 6.

ages and becoming quite negligible for voltages below the sil-If the device is allowed to remain in one state for a very long
icon bandgap (1.1 V). Moreover, it is convenient to distinguistime, the body voltage in each state will achieve a direct cur-
“fast” and “slow” processes. Fast processes can change the boeht (dc) value, denoted as. The dc voltages in states 1 and 3
potential on time scales on the order of or less than the cy¢le andss) are zero, while the dc voltages in stages 2 ansh4 (
time, while slow processes require time scales much longer theards,) are given by the supply voltage; is determined by the

the cycle time (up to milliseconds) to affect the body voltagsteady-state balance between a weakly forward-biased junction
There are two fast mechanisms at work: switching transitiodsawing current from the body and a reverse-biased junction,
on the gate, source, or drain that are capacitively coupled to theking current to the body, enhanced by GIDL currents. Sim-
body (which we calkoupling displacemenysnd forward-bias ilarly, s¢ is determined by the steady-state balance between a
diode currents across source—body and drain—body junctiamsakly forward-biased junction drawing current from the body
with voltages exceeding the diode turn-on voltage (which wand charging current due to reverse leakage of the other diode
call body discharge The slow processes involve charging ojunction and on-state impact ionization. These values, @ire
discharging the body through reverse-biased or very weakly fahown for our example technology in Table | at both character-
ward-biased diode junctions and through impact ionization. ized supply voltages.

As a (usually) dynamic circuit node, the floating body has In the absence of body discharge, the coupling displace-
“memory.” To model the switching history determining thements that occur with each transition in Fig. 1 are completely
body voltage of a particular device, we use the state diagraeversible on “fast” time scales; that is, if one begins in state 1
abstraction shown in Fig. 1. (This diagram applies to the nFEand traverses the state diagram, returning to state 1 on a time
The state diagram of the pFET is the “dual” of this in which thecale much faster than any of the “slow” leakage mechanisms,
gate is high rather than low in states 3-5 and low rather thtre body voltage on return will be the same as the initial body
high in states 1, 2, and 6.) The states denoted with solid circlasitage, a simple result of charge conservation. Because of this,
represent “static” states, states in which the FET can be stale, can represent the charge stored on the body as the value of
in contrast with the “dynamic” states 6a and 6b, which athe body voltage in one particular state of Fig. 1, tbference
only present transiently during switching events. For exampkate which we choose to be state 2 for the nFET and state 1
state 1 corresponds to the case in which the gate is high dadthe pFET. From this reference body volta@&st), we can
both the source and drain are low. Arrows indicate possiltleen determine the corresponding body voltage in each state
state transitions produced by switching events in the circuit§/};) according to

1Gate leakage is also an emerging factor in determining the body voltage that . ; ;
we do not consider in this paper. Ve =V + d;(VE™).
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TABLE |
VALUES OF s;, V#*°, AND Vferward For THENFETAND pFET OF OUR EXAMPLE TECHNOLOGY
1 nfet pfet nfet pfet
Py yzero Vforward Py yzero Vforward s yaere Vforward 5 yzero Vjorward
1 3 2 3 ] 3 3 2
1 0 1.77 2.41 0.0 0.0 -0.6 0 0.53 1.13 0 0 -0.6
2 25 2.50 3.1 2.5 0.73 0.12 1.0 1.0 1.6 1.0 0.469 -0.127
3 0 2.15 2.85 0 -0.92 -0.98 0 0.87 1.5 0 -0.75  -0.907
4 25 3.43 3.5 2.5 0.35 -0.30 1.0 1.75 1.906 1.0 0.14 -0.5
5 0.437 2.58 2.79 2.068 -0.045 -0.23 0.278 1.12 1.47 0.722 -0.118 -047
6 0.711 1.60 1.60 1.976 1.24 1.24 0.357 0.61 0.85 0.722 0.467 0.17
@, : : . . . . . . isolated evaluation of the metal-oxide—semiconductor (MOS)

capacitance—voltag€\V) model.

B. Vforward and Vzere for Each State

With the reference body voltage as a “state-independent” way
of representing the charge trapped on the body, we proceed to
characterize each staten Fig. 1 by two values of this reference
voltageV7ere and Vervard  shown in Table | for our example
technologyV;**° represents the steady-state value of the refer-
ence body voltage achieved by remaining in stafier a long
time. This follows immediately from the; in each state

Displacement (V)

205 0 05 1 5 2 25 3 85 4 si = VFUO 4 dy(VEere), (1)
Body voltage (V)
(b) yferward yepresents the value of the reference body voltage for
' ' ' ‘ ' ' the nFET (pFET) to which the body would be very quickly
pulled down (up) as a result of body discharge (charge) if state
1 were accessed with a higher (lower) reference body voltage
than Vervard, The values shown in Table | for our example
technology presume that the fast body discharge will bring the
forward-biased-junction bias down to a turn-on voltage of 0.6
V. (It is important to note that fast body discharge can trigger
parasitic bipolar leakage between source and drain for FETs in
state 5.) This means, for example, that if a FET that reached a
dc steady-state in state 4 (with&®! of 3.3 V) switches into
state 2, the reference body voltage will quickly discharge to
Vjerward — 31 V. If the FET subsequently remains in state 2
for a long time V<t will eventually decrease tg7<° = 2.5 V.
Body voltage (V) The most important qualitative difference in thgrv2< and
Fig. 2. Displacements as a function of reference state body voltage at a 2.¥’5er0 values between the 2.5rV ang 1oV cases_ls t.he 6 state.
supply for both the (a) nNFET for which the reference state is state 2 and (b) & & SUPPly voltage of 2.5 W< = Vg (which is not
pFET for which the reference state is state 1. the case at the 1.0-V supply) because of the dominant effect of
the on-state impact ionization current. This current is so large
The displacementsl;(Vie!) are explicitly shown to be de- thata strongly forward-biased junction is required to balance it
pendent on the reference body voltage because of the strdhgteady-state.
voltage-dependence of the capacitances of the source-body, . ) .
drain—body, and gate—body; is independent of device width - “Simple” Uncertainty Modes—Full-Uncertainty,
W because the dominant components of capacitance scAfial-Condition, and Accessibility
proportionately withi. Fig. 2 shows these displacements as Armed only with thed; curves and thé/ervard and y/zere
a function of Vit for our example technology at the 2.5-Walues for each state, we can already offer three possible static
supply. In many cases, these values are not easily determimstimation modes.
with direct simulation of a transition from the reference state. 1) Full-Uncertainty Estimation: In this case, we assume
For example, reference body voltages for the nFET greater ththat we have no knowledge of the switching activity of the cir-
about 3.1 V would result in strongly forward-biased body—draicuit. We must choose maximum and minimum possible values
and body—source junctions making it difficult to distinguish thef the body voltage that cover all possible stimulus and history.
displacement due to the transition from state 2 from the bodlye say that a state &cessibléf the circuit topology allows the
discharge. As a result, these curves are instead determinedstage to be visited. (For example, for the nFET of an inverter,

Displacement (V)

I
jury
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eff

those states with the source high would not be accessible t$ L ast oS e&f IR
o r —_—
cause the source of the nFET is tied to ground.) Welletpre- : 2 : | v 2ero | :
sent the set of all such accessible states, including possibly | | | 4 | !
dynamic state 6. In this case, the minimum and maximum bo I v zerol I } zero{
voltages are given by 12 | | V5|
o' T e T A ¢ S g
f _
(Vlg'e )nlaX - Ijnéf‘( ijero (2) i i Vszero i i E
Vref i = . Vzero' 3 . ofo
( B ) ‘I]rél}é‘l j ( ) vﬁero : I : I { Vfi
! | | | |
2) Initial-Condition Body—Voltage Estimationin this case, l I I ! :

we assume that the circuit has been “quiet” for a long peri(?:d 3 A ot FET which. wh ed d
. . . ig. 3. Average cycle for an nFET, which, when repeated over and over,
of time but we do not know the specific quiescent state of tb’f%dels the behavior of the body over a long period of time. Body voltage in

circuit. In this case, the minimum and maximum body voltaggate 2 determines the reference body voltage’. Each state has a target

are given by reference voltag®’>°*> to which the body voltage is relaxing.
f e .. .
(VB Jmax = jJmax Ve (4)  References [22] and [12] report on minimizing floating body
e T ere effects in the complementary MOS (CMOS) inverter through
(VB f)min = min V; (5) b y ( ) g

JEAspatic the use of “charge-balanced” devices. Within the context of the

formalism developed in this section, the charge-balanced nFET
whereA..:ic is the set of all accessibdtaticstates (i.e., states 1 simply satisfies the conditiori?e*> = vz, If only states 1 and
through 5). Note that for the technology of Table I, for exampl&, were accessible, then the dc and steady-state voltages would
the minimum nFET full-uncertainty body-voltage value is lesge equal. Similarly, the charge balanced pFET satisfiesy =
than initial-condition value. This means that is it possible for Bzere However, the additional accessibility of 6 can upset this

switching nFET to have a lower body voltage that a quiesceélance, dependent to a large extent on the magnitude of the
FET because of the effect of state 6. on-state impact ionization current.

3) Accessibility Analysis:f one is assured that the circuit is
under steady switching activity such that every accessible stgfe petajled Body—\Voltage Model
is visited with reasonable frequency (i.e., on a time scale that . . _ . . :
is faster than the “slow” body—voltage mechanisms), then tnelt IS po_ss{)le to t|ght_en the estw_nates pTOV'ded by th_e S|mple
ijmward values for the nFET (pFET) will cap the maximum uncertainty” modes with stochastic techniques (combined with

(Mminimum) possible value of the body voltage. For the nFETtiming information from static timing analysis) in which we
consider the behavior of the body over a long period of time

rof . zero to be determined by an “average” cycle repeated over and over;
(VE )min = min V; 6) . X . .
jcA J in fact, we will characterize two average cycles: one to mini-
mize and one to maximize the body voltage. Such an average
cycle is shown in Fig. 3 divided into a series of time sli¢gs
(VE ) ax = it ( max V70, min  Verad) (7 which characterize the amount of time per qycle on the average
JEA FE Astatic that the FET spends in stateOf course, the time slices sum to

the cycle time
while for the pFET

6
elfl
(Véef)min — max <£Tél}41 ‘/jzero7 Jé}}iﬁlc ijorward) (8) ; tz tcy(‘,le- (10)
In each time slice, the reference body voltage is relaxing to the
target valué/***° with a characteristic relaxation time denoted

by 7;. The body—voltage-dependent time constants for this re-
laxation are denoted by thg and can be captured from the de-
The assumption here is thatit does not matter how long an acodse models as part of a technology precharacterization (usually
sible state is visited; it will be long enough to discharge the bodyith a piecewise-linear (PWL) representation of the logarithm
down to the forward-bias turn-on voltage of the source—boaf r; as a function oﬁ/]g.ef, sincer; varies over several orders of

or drain—body diodes. In general, we do not include state 6nmagnitude). Moreovet; is independent of device widiiv be-

this “accessibility” analysis (we usd;..i. in the above equa- cause both the body currents and body capacitance scale propor-
tions) because state 6 is a switching state and, therefore, cartivotately withiV. Except for the fast discharge associated with a
be assured to meet this criterion. In those cases in which #$murce—body or drain—body junction that becomes strongly for-
relaxation in state 6 is extraordinarily “fast” because of a largeard biased, these time constants are much largetthanand
on-state impact ionization current, state 6 can be safely includaay voltage change during a single time slice would be imper-
in the accessibility analysis. ceptible in Fig. 3. From this simple picture, one can relate the

(Vlg'ef)max = Ijneaj( ijzero. (9)
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, , : , forward biased and draw significant current. The same trends
are observed for the relaxation timesandr,. In this case, the
relaxation times peak around the supply voltage (the source and
drain are both at the supply voltage for states 2 and:4)eaks
around zero. For voltages above the pegldecreases strongly
1 asthe body—source junction becomes forward biased. For volt-
ages below the peak; also decreases as both the body—source
. . s and body—drain junctions become more reverse-biasgaks
at a much smaller time-constant value tharthroughr, be-
’ ' cause even at a body voltage near the peak, one of the junctions
(the drain—body junction) is strongly reversed biased and, there-
fore, leaking considerable current. For state 6, the time constants
10 L | are considerably smaller (factor of 1000) than they are in state 5.
This is due to the contribution of the on-state impact ionization
currentto the leakage currents from the floating body. (This very
2 low relaxation time will mean that devices that have any time in
0 ' ' ' ' state 6 in their switching transients will have their body voltages
(8?1 . . ' . effectively “pinned” atsg.) At 1.0 V, by contrasty; andrg are
comparable in magnitude.
In detailed steady-state analysis, we seek to determine the
maximum and minimum possiblEs values from (12) with
0.05 =_ 6 (x1000) 1 consideration ofll of the allowablet¢™. If the 7; in (12) were
constant and equal, then to maximiZg®, one would simply
maximize the time in those states with high&t*° (subject to
0 . ‘ . constraints on the maximum and minimum possible values of
-2 -1 0 1 2 3 thet® imposed by the stochastic analysis); similarly, to min-
Body voltage (V) . ref .. . . .
imize V£, one must maximize the time in those states with
Fig. 4. nFET relaxation times; as a function of “local” body voltage for a IOWer V;#*°. The; valves, however, are not constant, but be-
supply voltage of 2.5 V. (a); andrs. (b) 7, and7. () 75 ande. cause they have the property that they decrease rapidiy:for
different fromV7™, states with the largegt5*f — V.| con-
reference body voltage at the end of the cykilg; to the ref- tinue to have the biggest “pull” and tHg “ordering rule”
erence body voltage at the beginning of the cyi¢leby continues to hold. To formalize this, we define the rank of the
statei as an integer; indicating the priority of states tmaxi-

Time constant (msec)

6 mizethe body voltage. Higher; means higher priority. For ex-
Vi1 =Va eXpZ —tfﬂ/n ample, from Table I, for the nFET at 2.5 %, = 6, r5 = 5,
i=1 r9 = 4,73 = 3,11 = 2, andrg = 1. We can also define a

6 ot 6 complementary rank; for minimizingV;**; these priorities are
+ Z Viere(l —e /ﬂ) exp Z tiﬂ/ﬁ* (11) simply the reverse of the maximum case. This ordering [which,
=1 J=itl quite expectedly, favors states with high (low) source or drain
. - . . voltages to maximize (minimize) the body voltages] is tech-
The §teapiy-state solution of this difference equguop (inthe arﬂ)(ilogy-independent except for the relative positions of state 5
proximation that the; are much greater thag,cie) is given by and 6, which depend on both technology and supply voltage.

As a specific example of how the steady-state body voltage

. (tel /7;) Vzero depends on th&', we consider in Fig. 5 an nFET at the 1.0-V
o =1 ! ! supply. The cycle timé.y. is 10 ns. In Fig. 5(a), we assume a
Vp" = 6 . (12) hypothetical case in which only states 1 and 4 are accessible and
thﬂ /i plot the reference body voltage as a function$f given that
= 58 = toyae — 5. The values of7ere, Vferward “gndy/pere

are also noted. Given the accessibility of states 1 and 4, the

Because of thé’;*f-dependence of the, this equations must range fromVzer to Vervard (denoted with the arrow) would
be solved self-consistently. be given by accessibility body—voltage estimation. The detailed

Fig. 4 plots the relaxation times for the nFET at the 2.5-V body voltage estimate becomgg® asts® — 0 and monoton-
supply as a function of the “local” body voltage (thatis, the bodigally increases with increasing®(ry > r1). As 5% — teyee
voltage in staté rather than the reference body voltage). The réand#® — 0), Vi<f rapidly increases t&7°. Vit can only
laxation timesr; and73 peak around a zero body voltage anéhcrease above [ "*< with t$ = 0 on the scale of the “fast”
then decrease for negative body voltage as the source—body famalard-biased discharge of the body. In Fig. 5(b), we show
drain—body leakage currents increase. The decrease for positihe case in which only states 1 and 2 are accessitj¥. in-
body voltage is even more substantial as the junctions becooneases monotonically & increasegr, > ;). In this case,
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Ep=—== T T T T T T P(S|G) = P(D|G) Probability that at the end of a cycle that
4 the drain (and source) are driven low
given that the gate is high.
The corresponding probabilities for the pFET aR{G),
P(S|@), P(S|@), P(D|G), P(D|G), P(S|G) = P(D|G),
P(S|G) = P(D|G). By driven low (high), we mean that
there is a path to ground (supply). We note that the following
conditions on the conditional signal probabilities must hold:

e
o
T
i

o
3

Reference body voltage (V)
N

P(D|G)+ P(D|G) <1
P(S|G)+ P(S|G) <1
: : : S P(D|G) + P(DIG) <1
State—4 effective time {nsec}) P(S|G) + P(S|G) <1
1.2 . ; . ; . ; None of these have to sum to precisely one because of the pos-
,,,,, Fo e ewad S|b|I|.tyoffI0at|n'g nodes. . .
. 1 With these signal probabilities, one can view the state dia-
% L e - gramin Fig. 1 as representing a Markov process with six-by-six
g szem transition matrixA.. Assigning different transition matrices to
[+] .. . . .
z the minimum and maximum cases yields the difference equa-
g o8- 1 tions
]
§ (P)lela){)k+l IA.maX(_PimaX)k
E:'J 0.6 -/ 20 B (-Pimm)k-l—l :Amin(Pimm)k
,,,,,,,,,,,,,,, P
where the six-by-six matriceA . andA.,;, are given by
0.4 1 1 1 1
0 2 4 6 8 10 _ max, max, max,max,max, max T
State—2 effective time (nsec) Amax = (P10 s PP P )
x(111111)
in, min, min, min_min,_min} 7
Fig. 5. Two examples for an nFET at 1.0-V supply to demonstrate how the Anin = (plfl "py’ “p? "py “p*g},“p*;}, n)
steady-state reference body voltage depends ottthda) Only states 1 and 4 x (1 1111 1).

are accessible. (b) Only states 1 and 2 are accessible.

(P;)x isthe probability of being in stateat the end of cyclé. p;
Vzero < yierward 5o thatVie! astsT — 0 does not actually is the probability of making a transition to statend follows di-

reach the upper bound of accessibility analysis. rectly from the source, gate, and drain signal probabilities. For
To determine allowable values §f* for detailed steady-state \?vx?gplﬁ;nfo_r t?le_nl;E('g;,) (1 ~ ;, ( éjﬁf;()?l) )_Pgﬁ)g)()l)ﬁé
analysis, we need information about the circuit environment oth bs = ’

each transistor, both logical and temporal. We characterize {Haxmum (minimum) case assumes that the floating node con-

logical environment of each FET by a set of signal probab|I|t|edsIﬁon on _the source or drain Fak_es a hlgh.(|0W) voltage valge. Di
. . agonalizingA (trivially) and finding the eigenvector associated

that determine the possible states of the source, gate, and dr . .
. with eigenvalue one (normalized so that the sum of the elements

of the transistor at the end of a cycle. For the nFET, these are . .
Of the vector is one) gives the steady-state values aPthErom

P(G) Prc:bgbgny tha;.aththe end of a cycle thethese probabilities, one can calculate a set of 36 transition proba-
— o ilities (that is, the probability that at given in a given cycle
gate is driven high. : - . . i
P(D|G) Probability that at the end of a cycle the L ) : S
A . . .1s transitioning from statéto statey) for both the minimum or
drain is driven high given that the gate is

H max __ jpmax,max min __ pmin,min
low maximum casesb/i3¥ = Pra¥piaX and P% = Prinpiin,

PO Probability that at the end of a cycle the WWe Must next determine the fraction of the cycle tifre "
that can be spent in each statas part of the transitiop —

drain is driven low given that the gate is s b
k to maximize (or minimize) the body voltage among the set

P(S|G) :gt\'lc\;.bability that at the end of a cycle the®f Possible waveforms. To do this, we require early and late
source is driven high given that the gatéfival times (rising and falling) for the source, gate, and drain of
is low. the FET under consideration (the target FET). We denote these

P(S|G) Probability that at the end of a cycle theartival times for the early case as the following.
source is driven low given that the gate
is low. sel Earliest time the source of the FET can be driven high.

P(S|G) = P(D|G) Probability that at the end of a cycle theSs2  Earliest time the source of the FET can be driven low.
drain (and source) are driven high givenD:™”  Earliest time the drain of the FET can be driven high.

that the gate is high. DY Earliest time the drain of the FET can be driven low.
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G Earliest time the gate of the FET can be driven low. Obviously, there are two sets#f' values, one to maximize and
fo;rely Earliest time the gate of the FET can be driven highone to minimize the body voltage.

There are comparable arrival times associated with the late state:

Slate glate ' plate ' plate Glate and G2, For the source and

drain arrival time, we are assuming that the target FET is off. IIl. STATIC TIMING ANALYSIS

The details of how these are obtained in the context of staticNow consider the application of these body—voltage estimates
timing analysis is described in Appendix Il. Each transition hdboth the “simple” uncertainty modes and the more complex de-
associated with it a set of arrival times necessary to make tit@iled analysis] to a static transistor-level timing analysis engine:
transition, atransition set denoted ag; ;. For example, for SOl static timing analyzer (SOI-STA). The design is partitioned
thel — 2 transition for the nFET, the associated arrival tim#to CCCs for analysis, as is traditionally done in static tran-
setisT; .o = {Siise; Diise}. FOrl — 4 for the nFET, the Sistor-level tools [16]. SOI-STA utilizes a breadth-first search
associated arrival time Set’ﬁ_}4 — {Gfalla Srisea Drise}- We (BFS) of the reSUlting tlmlng graph, which ensures that the ar-
can definanax andmin operators that act on the transition setdival times on all of the inputs are known when the delay through
max(7;_.,) returns the largest of the early arrival times in ththe CCC must be calculated. This enables detailed body—voltage

transition set, whilanin(7;_;) returns the smallest of the late€Stimates on all of the FETs of the CCC to be used in delay

arrival times in the transition set. simulation. Delay propagation through a CCC occurs as a re-
To indicate the states of Fig. 1 involved in a cycle and t8ult of asingle switching event on an input (i.e., simultaneously

handle the possibility of hazards, we can denote the wavefofifitching inputs are not considered).

in a cycle (in this case involving a transition fraito j) using ~ Depending on the degree of knowledge we have of past

atransition notationas follows: switching activity (no knowledge, quiescent, steady switching,
max ) min steady switching with known signal probabilities and arrival
1 — Kk —].

times), we can use one of the techniques discussed in Section Il
In this cycle, a hazard to stafe occurs as part of the tran- (full-uncertainty, initial-condition, accessibility, detailed) to
sition. The transition notation must involve only static statetetermine the minimum and maximum possible value the
and indicates the amount of time spent in each of these statierence body voltage can have for each FET of the CCC
states as part of the transition. Specifically for this examplgnder analysis. For the given sensitization of the CCC for
t; 7 = max(Ziy), t;, ) = min(7,—;) — max(Z;—x), and delay calculation, each FET is in a known state, the minimum
£ = teyee — min(7,_.;). Hazards are introduced whenor maximum body voltage of which can be determined by a
they act to increase (in the case that we are seeking the m@kplacement from the reference voltage. The body voltage
imum body voltage) or decrease (in the case that we are seekjafles are then used as the “initial conditions” for the required
the minimum body voltage) the steady-state body voltage thfd|ay simulation. Early-mode calculation for rising transitions
would result from the particular waveform being repeated iRungitizes the nFETs (pFETS) of the pull-up path to be max-
definitely. Appendix | discusses an algorithm for determining, . (minimum) and (to reduce the “fight’ during switching)

erll'%h htazarqtg to 'nC“lee. n datglve_n tral’::S/l'll(;)kI"l.f the stati the nFETs (pFETSs) of the pull-down path to be minimum
'S, 5@5' lon analysis determines he™ for the static maximum). This same sensitization applies to late-mode fall
states. ¢, depends, in principle, on the number of switchin

events in a cvele that ocour as a result of current flow throu ansitions. Early-mode calculation for falling transitions sensi-
ye o . %es the nFETS (PFETS) of the pull-down path to be maximum
the target device. Each such switching event contributes

n. .
amount t.witc, O tf_”“, where t.witen IS the approximate Fm'”"."‘.’m) and th? nFETs (PFETS) of thg 'pul!-dup pa'th o
k&e minimum (maximum). The same sensitization applies to

switching time of the FET. For the purposes of our detalil . o .
steady-state body—voltage estimation, we assume that if Seégttg-mode rising transitions. The fan-out CCCs are included

6 is accessible, exactly one switching event occurs per cycf 1€ delay calculation to improve the delay accuracy, an im-
We find that, in practice, the detailed results are not veRfovement over the grounded-cap-load approach first reported
sensitive to the number of assumed switching events or the14l. (This, along with some bug fixes, accounts for some of
exact value of:.i:ch. FOr cases in which the on-state impacthe differences between the detailed results presented here and
ionization current is large, an%_’k > 0 produces pinning those in [14].) To maximize (minimize) device capacitance for
at Véef = Vgere = VGforward_ For cases in which the on-statdate-mode (early-mode), the maximum (minimum) nFET and
impact ionization does not dominate the current to the body minimum (maximum) pFET body voltages are used.
state 6¢¢% is usually much smaller than thgf associated with  SOI-STA propagates full PWL waveforms. One of the
the static states. As a result, the detailed body voltage has veoynplexities of BFS timing analysis is determining the late-
little sensitivity to the exact value af". and early-mode waveforms at the output of each CCC. It can
From thet/ ~* determined above, we can calculate an effesometimes be the case that the waveform with the maximum
tive amount of time#™) on the average per cycle that the FETminimum) delay (as measured by the 50% point) is not the

is in the state waveform with the slowest (fastest) slew (as measured by
(tgﬂ)max _ Z max (thk)max the 20%—-80% rise—fall time). In these cases, we propagate a
. J—k A\ M “hybrid” waveform. We choose the waveform with the largest
) gk in (smallest) slew as the late-mode (early-mode) waveform
()™ = ZRTi (tj_’k) . and translate it in time so that is has the largest (smallest)

.k delay. SOI-STA also propagates signal probabilities using
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Fig. 6. Chain of identical inverters stimulated with the waveform shown in the inset. Slew times on the input waveforms are 100 ps.
assumptions of spatial and temporal independence, borrow® 4
from similar techniques in static power analysis. If detaile

body—voltage estimation is used, once the signal probabiliti %
and arrival times are known at the inputs of a CCC, the: - e
probabilities are translated into FET signal probabilites ar= [ -~~~ _-—-~— - )
arrival time values as discussed in Appendix II.

Body voltage

IV. RESULTS AND DISCUSSION

We present static timing results from SOI-STA for three & {\"-\\__ /!
amples (of increasing complexity) and compare these with t - —— e ® nFET
results of circuit simulations in which vectors are chosen bo ; s
to correctly sensitize the delay path in question and to match {,
assumed switching behavior. 32 . . ‘

A. Inverter Chain

The first circuit is a chain of identical inverters as shomg3
in Fig. 6 stimulated with the periodic waveform shown in thig
inset. This is the simplest possible circuit example and has be& 23
well-studied from a dynamic point-of-view in previous Work§
[12], [13]. The input waveform repeats every 10 ns and is equig
alent to a signal probability of 0.1 on the input of even-stage it 26§
verters and 0.9 on the input of odd-stage inverters. Beferd,
even (odd) stages have a zero (one) on their input. We consi
results at two supplies, 2.5 Vin Fig. 7 and 1.0 V in Fig. 8. i 10
Fig. 7(a), we present the body voltages for the FETs as detei-
mined by circuit simulation for both even (in solid lines) angig. 7. inverter chain results for a supply voltage of 2.5 V. (a) Body voltage.
odd (in dashed lines) inverter stages. For both the even and @gdnverter delay.
cases, there are four curves: two curves for the pFET and two
curves for the nFET. The pFET curves labeled 5 and the nFEine, but smaller fall time than the odd stages. Initially, then the
curves labeled 1 correspond to the case in which the inverteput pulses are stretched [12] as they move down the inverter
inputis high, so that the body voltage is measured with the pFERain. As switching begins, state 6 becomes accessible and the
in state 5 and the nFET in state 1. The pFET curves labeled@dy voltages become pinned in about a microsecond (the time
and the nFET curves labeled 5 correspond to the case in whedale ofrg) to their steady-state values. We also note that in this
the inverter input is low so that the body voltage is measuredse,the steady-state nFET (pFET) body voltage is slightly less
with the pFET in state 2 and the nFET in state 5. We notice th@hore) than the initial-condition minimum (maximum) value.
initially the even-stage FETs have higher body voltages than tBi-state pinning means that there is no difference between the
odd-stage FETSs. This is because the even-stage FETs have tteeidy-state body voltages of the FETs in even and odd stages.
gates held low beforé = 0 with the pFET (nFET) in state 2 In steady-state, then, the rise and fall delays become the same
(5), while the odd-stage FETs have their gates held high hie-the even and odd stages and there is no pulse stretching.
foret = 0 with the pFET (nFET) in state 5 (1)5 > r, for We now consider how these results compare with SOI-STA.
the nFET andr» > r; for the pFET. As shown in the stageEarly and late arrival times at the input of the chain, both rise
delay results in Fig. 7(b) (even stage delay in solid, odd-staged fall, are set to 100 ps. The rise and fall times at the input
delay in dashed), this gives the even stages initially a longer risiethe chain are also set to 100 ps. The diamonds on the right

)

Time (sec)
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access

Disparate steady-state body voltages occur for inverters in the
even and odd stages of the chain as shown in Fig. 8(a). The
diamonds on the right vertical axis denote the SOI-STA-deter-
mined detailed steady-state body voltages, which agree with
the circuit simulation results within a few percent. Minimum
and maximum values are indistinguishably chyses they were
in the 2.5-V case, but in this case, there are different steady-
state body voltage values for the even and odd stages of the
chain. The diamonds slightly to the left of the right vertical axis
are the minimum and maximum body voltages determined by
: SOI-STA from the simple accessibility analysis. These numbers
-05 : bound the full body voltage variation of both odd and even in-
(b) access verter stages. The diamonds on the left vertical axis give the
/ initial condition values that bound nearly precisely the varia-
tion observed in circuit simulation across even and odd stages.
Fig. 8(b) shows the inverter delay as a function of time for
both even (solid) and odd (dashed) stages. (The “noise” in these
curves is due to numerical round-off error as increasingly large
numbers are subtracted to give the stage delay.) Because of the
steady-state body-voltage differences between even and odd
stages at this supply, the steady-state delays for falling (rising)
outputs is slower (faster) for even stages than for odd stages.
Pulse-stretching occurs in this case in the steady state. The dia-
9= o7 e e o o monds on the right vertical axis are the SOI-STA-determined de-
Time (sec) tailed steady-state delays. Solid diamonds correspond to rising
outputs, while hollow diamonds correspond to falling outputs.
The delays determined by SOI-STA using the accessibility anal-
ysis, which bound the delay variation for both even and odd
stages, are also noted. The solid diamonds on the left vertical
vertical axis in Fig. 7(a) correspond to tHetailedsteady-state gxis give the initial condition delay variation for rising outputs,
body voltages estimated by SOI-STA for an input signal prokyhile the hollow diamonds correspond to falling outputs. With
ability of 0.1, propagated as 0.9 to the inputs of the odd staggfown switching activity, one could significantly reduce the
State 1 and state 2 for the pFET and nFET, respectively, &f&ay uncertainty with which one would have to ensure func-
shown as solid diamonds. State 5 for the pFET and nFET a#hality of the design. Comparing Figs. 7 and 8, the impact of
shown as hollow diamonds. Because of the six-state pinningi{jz hysterid/r variation is far greater at the reduced supply be-
the steady state, the detailed body voltages are the SamecfélﬁseVT is a larger portion of the supply voltage. Also, com-
both the even and odd stages with minimum and maximumring the time scales of the 2.5- and 1.0-V cases, we find that
values indistinguishably close. Including state 6, #veessi- the time scale for reaching steady-state is far longer for the 1.0-V

bility analysis produces the same body—voltage estimates asd€e than the 2.5-V case because of the reduced on-state impact
steady-state results. On the left vertical axis, we show the migpization current.

imum and maximuminitial-condition body voltage values es-
timated by SOI-STA. These bound very closely the initial corg Ripple-Carry Adder

dition body voltages observed in the dynamic simulation, since o L
The next example we consider is a static ripple-carry adder

in this case, the dynamic simulation covers all the accessible e ;
states. In Fig. 7(b), we show the rising (solid diamond) arff shown in Fig. 9(b). Fig. 9(a) shows the component full-adder

falling (hollow diamond) delays predicted by SOI-STA for th&ireuit. In the circuit simulation, we use the input waveforms

initial-condition (left axis) and steady-state (right axis) caseshown in the inset of Fig. 9(a), which sensitizes the critical path

The SOI-STA steady-state delays slightly overestimate tho@kthis circuit, the carry chain. Thet” waveform is applied to

determined by dynamic simulation because of the slight over&&ch4 inputand the 5" waveform is applied to each input.
timation (underestimation) of pFET (nFET) body voltages. The O waveform is applied to th€'in input of the n_pple—carry .
We can contrast these results with Fig. 8 in which the sarfe€ Fi9- 9(b)]. These waveforms correspond to signal probabil-
simulation and analysis is done on the inverter chain at a sup jgs of 0.5 on thed and B inputs of each fuII—addgr cell {;\nd
voltage of 1.0 V. Here, we do not have six-state pinning bQ:° O theC”input of each full-adder cell. For these input signal
cause of the considerably reduced on-state impact ionizatRpPabilities, the signal probability @out is 0.5, so that each

current at the lower supply. Dashed lines once again corresp&id S€€S identical switching activity. Before= 0, Ais highand

to odd inverter stages and solid lines to even inverter stagét's loW for each cell. For even stagesjs high, while for odd

@
(=]

Stage delay (psec)

Fig. 8. Inverter chain results for a supply voltage of 1.0 V. (a) Body voltag
(b) Inverter delay.

2The “wiggles” in the delay curve beyoridus are rounding-error artifacts  SThere is no path delay variation to produce any significant differences be-
of the circuit simulation. tween the early and late arrival times.
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Fig. 9. Ripple-carry adder circuit. (a) Associated full-adder circuit. (b) connection of the full-adder cells. Inset of (a) gives the waveferhfambinamic
simulation.

stages” is low. Fig. 10 shows the results for a supply voltage aind the short delay path 12-C-E-S. In the dynamic analysis, we
1.0 V. In Fig. 10(a), we compare the body voltages of transistasse input waveforms of “50% duty cycle” to sensitize these
M1 and M2 of Fig. 9(a) with the SOI-STA initial-condition, paths, corresponding to signal probabilities of 0.5 on all of the
accessibility, and detailed steady-state results. Ahecurves inputsin SOI-STA detailed steady-state analysis. In Table I, we
labeled 5 (2) and/2 curve labeled 1 (5) correspond to the caseompare the initial-condition delays determined by circuit sim-

in which C is high (low) for a given cell. The solid lines cor-ulation with the SOI-STA-determined full-uncertainty delays.
respond to even stages and the dashed lines to odd stages.(Heee, we do full-uncertainty analysis, as opposed to initial-con-
steady-state values match almost exactly the values determidéin analysis as done previously. The only difference is that
from circuit simulation, a circuit simulation run that can takestage 6 can be included in the set of accessible states.) Table Il
daysto complete. The initial-condition body-voltage values aloes a similar comparison between the steady-state delays de-
most precisely bound the circuit simulation results. Fig. 10(b¢rmined by circuit simulation (after more than 50 000 cycles of
shows the complete stage delay of the full-adder cell fl@m simulation) and the SOI-STA-determined detailed and accessi-
to Cout for both rising and fallingCout for both even (solid bility steady-state delays. In all cases, the SOI-STA-determined
lines) and odd (dashed lines) stages. The detailed, accessibitislays bound the SPICE delays. One should also notice the con-
and initial-condition delays from SOI-STA bound the simulasiderable reduction in uncertainty between the full-uncertainty
tion values. The uncertainty of the detailed steady-state valuesl detailed steady-state delays as the component of this uncer-
derives entirely from the difference in the delay depending dainty due to body voltage variation is noticeably reduced.
whether A is zero andB is one orA is one andB is zero.
These cases present different load<Canut (the “sidebranch”
loading).

V. CONCLUSION AND FUTURE WORK

In this paper, we have presented a circuit-focused model
of the floating-body potential of PD-SOI FETs. This model

The last and most complex example presented is a 4-2 caatlows one to determine the body voltage and its associated
pressor circuit from a tree multiplier design [24] (see Fig. 11uncertainty, depending on knowledge of the switching activity
We specifically consider the long delay path 14-Ap-C-D-E-F-8f the FETs in question. Four types of estimation are possible

C. 4-2 Compressor
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Fig. 10. Carry chain results for a supply voltage of 1.0 V. (a) Body voltage.
(b) Stage delay.

depending on switching assumptions and the amount of infor-
mation known about the logical and temporal environment of
the circuit under analysis. We have incorporated this model
into a prototype transistor-level static timing analysis engine to
demonstrate the impact reduced body-voltage uncertainty can
have on performance evaluation. We find that the body—voltage
uncertainty can be significantly reduced with fairly conserva-
tive assumptions about switching behavior.

PD-SOI technology delivers the most potential performance
benefit for circuits with high stack structures and pass-transistor
logic. Itis precisely the FETs of these circuit structures that show
the greatest potential body—voltage uncertainty because of the
large number of accessible states. It is also these FETs that show
the most dramatic reduction in uncertainty with the knowledge
thatthey are underrelatively consistent switching activity.

Future work will include incorporating these body voltage
estimates into transistor-level static noise analysis. In addition,
we intend to consider design techniques whereby a normally
inactive block could be periodically stimulated to keep it
“primed” so that when it is eventually exercised, it has more
tightly predictable body voltage variation. This is similar to
some of the circuit techniques that attempt to force discharge
of the body during “noncritical” periods of circuit operation
(e.g., precharge in dynamic logic) to reduce parasitic bipolar
leakage. In many ways, this could also be viewed as analogous
to dynamic random access memory (DRAM) refresh. More
work would be required to determine the necessary frequency
and nature of this pattern.

APPENDIX |

ADDING HAZARDS TO A GIVEN TRANSITION IN DETAILED

ANALYSIS

Specifically, a stat& can be inserted between stateend j
according to one of the following cases.

Casel) If (re. > ri)Alre > r) Amax(Zi_p) <

min(7;_,;)), the statek can be inserted between
andj as a hazard to increase the steady-state body
voltage. The cycle after this insertion is

.max ; min .
= k=

In this case, increasing the amount of time in state
k at the expense of statéand; increases the body
voltage. If (7, > 7)) A(Fx > 7;) A(max(Z;—x) <
min(7_;)), the statek can be inserted between

1 and j as a hazard to decrease the body voltage.
The cycle after this insertion is the same as in the
maximum case. However, in this case, increasing the
amount of time in staté at the expense of states
andj decreases the body voltage.

Case2) If (riy, > r)Alrw < ) Almin(Z;—x) >

min(7Z; ;) Almin(7x—;) > min(7Z;—x)), the
statek can be inserted betweérandj as a hazard
to increase the body voltage. In this case, the initial
cycle is

.min .
t— 7.

After insertion, it is

Ty ey
Statek is inserted only if adding it does not de-
crease the time in state If (7, > 7)) A(Fr <
7) A(min(Z; ) = min(7; ) A(win(Zi— ) >
min(7;_.)), the statek can be inserted between
andj as a hazard to decrease the body voltage. The
cycle before and after insertion is the same as in the
maximum case.

Cased) If (rs. > r) Al < 1) ANmax(T—;) <

max(7;,;)) A(max(7,—;) > max(7;_)), the
statek can be inserted betwedrand j as a hazard
to increase the body voltage. In this case, the initial
cycle is

. max .
7 7

After insertion, it is

. max max .
i — k=

State &£ is inserted only if adding it
does not decrease the time in stage If
e > A < F)Amax(Tisy) <
max(7;,;)) A(max(7,—;) > max(7;_)), the
statek can be inserted betwedrand j as a hazard
to decrease the body voltage. The cycle before and
after insertion is the same as in the maximum case.
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Fig. 11. 4-2 compressor circuit.
TABLE I Example: We calculate(t}—5*)max for an nFET at the
INITIAL -CONDITION DELAYS FOR THE COMPRESSORFROM CIRCUIT 25-V Supply, assuming that a” states are accessible; that
SIMULATION ARE COMPARED WITH THE SOI-STA-DETERMINED . X
FULL-UNCERTAINTY AND INITIAL -CONDITION DELAYS is, Vi, a; = 1. Let us further assume that,. = 10 ns,
. __ the arrival times in this specific example are as shown in
SOI-STA full-uncertainty . SPI}?E “l“t‘al - Table IV, and ther; are those derived from our example
i‘s‘ft ‘f’:ﬁh I rilsoe“g p?:lll‘ :i::t I;Zﬁ l ri:eng p?all technology. In this case, we begin with the transitioR>" 5a
2 1100 100 100 100 | 100 100 100 100 sincer; > r1. We next try to insert the accessible state with
I4 | 100 100 100 100 | 100 100 100 100 the largest rank (4) between 1 and. This insertion corre-
Ap 302 491 235 315 sponds to Case 1, sineg > r; > r, and is possible since
|0 e s mzfme o ge () = (G S D) = s ess han
: . — (Yate _ i
E |s26 533 1421 1350 | 743 762 785 943 min(7y5q) =GR = 7. Atth|§ pomt the current cycle is
F 1620 1697 1112 936 QEex min e
S |[672 685 1926 1829 | 927 837 1104 1174

We next attempt to insert state 2 betweerand 4 (Case
3, 1 < re < 74). This is not possible since al-

These preliminaries lead to a straightforward algorithm fahough max(7;,) = max(SY, DY) = 2 equals
determining the; "’ to maximize or minimize the bodyvoltagemaX(TI_A) = 2, max(Tr—q) = G2V = 1is less than
foragwentransmon For the maximum case (the minimum Cagix(7;_.») = 2. Similarly, state 2 cannot be inserted
is the same except the complementary rankare used), the petween4 and 5a (Case 2,r5 < ra < r4 because al-
following applies. thoughmin(Z, .») = GEif = 7 equalsmin(7; .50) = 7,

1) If r; > 7, then the starting cycle is min(Zz_5,) = min(GRe, Skiey = 7 is not greater than

R min(7/2$) = 7. We next try to inser8 betweenl and4 and

betweent and5a in the same way and find that only the former
is possible, yielding the cycle
max max 4 Hlin

1 =3 —
2) med the accessible stdtéw!th the I_argest rank (different ast, we attempt to insebtz betweenl and3 and find that this
rom j andk and not previously inserted or attempted}' L ! .
that can be inserted between stgtaadk. If no such state s not possible; therefore, the final cycle is
exists, then exit with the current cycle. However, if such
a state exists then the new cycle is eith&E & 2k,  From this, we findt=% = max(7_s) = GFY =

j AN WA p g WM Genending on which casets ™ = max(Z3_.4) — max(7;_3) = max(S5LY, DIV —

else the starting cycle is
K IH_H;X k

— da.

max max m in
1 ="3'="4=5

rise rise
1 _ )
led to the insertion. Gr? = 1, t57% = min(T45,) — max(T3_.4) = S —
3) Repeat step 2 for each transition in the current averagmx(sfggv, fos“relv) = 7,17 = teyete — min(Zy—sq) =

cycle. Repeat this until no further refinement is possibléeyq. — SEF = 1, andt} =5 = =52 = 0.
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TABLE Il
STEADY—STATE DELAYS FOR THE COMPRESSOR FROMCIRCUIT SIMULATION ARE COMPARED WITH THE SOI-STA-DETERMINED DETAILED AND
ACCESSIBLILTY STEADY—STATE DELAYS

SOI-STA detailed SOI-STA accessibility SPICE steady-state
short path | long path [ short path | long path short path | long path
rise fall rise fall |rise fall rise fall |rise fall rise fall
12 100 100 100 100 [ 100 100 100 100 | 100 100 100 100
I4 {100 100 100 100 | 100 100 100 100 | 100 100 100 100

Ap 267 409 296 449 266 362
C | 464 485 706 605 | 389 365 804 673 | 488 503 594 576
D 897 877 1007 999 784 794
E | 970 985 1168 1146 | 733 746 1332 1287 | 1040 1017 1059 1099
F 1363 1409 1540 1590 1246 1352
S | 1372 1347 1610 1534 [ 1026 986 1812 1737 | 1384 1365 1508 1483
TABLE IV j_ :I_
ARRIVAL TIMES FOR THENFET IN THE EXAMPLE CALCULATION OF
(e e — 4| —d
Arrival time | Time (nsec) [[ Arrival time | Time (nsec) :]
Geir? 1 Gt 3 |
G’ 1 G 7 A —q —9
Dr 2 Diste 9 —1 — | | =
Sy 2 State 5
rise rese
Dl 2 Digts 9 =l s
gty 2 Slate 9 > | M1
L —p
APPENDIX |l B — ]
DETERMINING FET SGNAL PROBABILITIES AND ARRIVAL C p
TIME VALUES
We first consider the calculation of the signal probabilities. If P _17 _J?

we leti andj denote two channel nodes of the CCC, then sin&f - . -
. . P . ig. 12. Example for determining the channel signal probabilities and channel
ilar to [25], we can define théth path P;*; as one connection arrival times.

of FETs betweeri andj. We can also define path function

fpz_k;j as a Boolean function indicating whether thié path is g the paths from the channel node (naji¢o Vrp (node 1)
conducting. Leth; denote a controlling nFET gate input funcith the target transistor off

tion in the path and let; denote a controlling pFET gate input sl .
function in the path. Then, the path function is given by VP 1: S5 = min < Vn; € P 1, Vp; € B 1
fPZI‘J = /\ g A /\ pi. (Ge?,rly) (Gearly)
n; epzk S Pi EPJ‘ S rise " ’ fall P

If there arelV paths betweehandy, then the total path function

.. glate _ Lo ) . ) .
fo s given by VP, 1: S = max ( Vn; € P 1, Vp; € Py

rise
(Gie),,. (G,

Ip ;= \/ Ipr . L _ . _
vpr with identical expressions fdpo: ¥ and D2, These relations
v determine the earliest or latest time a conducting path from node
The path probability?(P;, ;), the probability that at the end of i to Vpp can be established if at the beginning of the cycle no
the cycle, the path fromto j is conducting, follows from ele- such path exists. Similarly, to determisg®", DY, Dlate,
mentary probability theory or binary decision diagram analysRZi¢, we trace all the paths from the channel node (njde

[23]. The source and drain conditional probabilities required fground (node 0) with the target transistor off

the detailed body voltage estimation are given by specific path early .

probabilities. For example?(D|G) is the path probability be- VP, 0: Sy~ = min < Vni € Pio, pi € P o:

tween the drain node and, with the gate of the target tran- . .

sistor low. (), (e )
We next consider calculating the FET arrival times which de- " P

termine the temporal circuit environment of each FETY, VP, o: S = max ( Vni € P,o, pi € P o

G Glate Y are determined directly from the CCC ar-

rise !

. . . lat lat
rival times. To determing ™, Dy plate glate '\e trace (Gine),, - (Gar )p)

rise ' rise ! rise ! “rise !
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early

with identical expressions fdp; ;> and D¢, These relations  [13]
determine the earliest or latest time a conducting path from node
1 to ground can be established if at the beginning of the cycle no
such path exists. In cases in which there are no paths, we get]
early arrival times td.y and late arrival times to zero.

Example: Consider transistor M1 in the CCC of Fig. 12. The ;5
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